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Adversarial Examples [szegedy et al., 2013]

The existence of small, worst-case input noise that affects the output prediction

Goal: }f(X) = f(x+4d), |Vd|:|d0]l<¢

a classifier The hardest part

90% Tabby Cat

Source: Florian Tramer, Measuring and Enhancing the Security of Machine Learning, 2020.



Randomized Smoothing [cohen et aL, 2019]

Idea: Construct a smoothed classifier f from the base classifier f (e.g., a neural net)

A

f(x) := arg max{Ps w002 (f(x + 8) = k)}

key Gaussian noise
X+ 0
(Gaussian noise) panda’ R
o “gibbon”
/ “panda” > 9
f “gibbon” panda
“panda”
> “panda”
f panda’_)
X /

[Cohen et al., 2019] Certified adversarial robustness via randomized smoothing. ICML 2019.



Randomized Smoothing [cohen et al. 2019]

Idea: Construct a smoothed classifier f’ from the base classifier f (e.g., a neural net)

A

f(x) == argmax{Psn(0,021)(f(x + &) = k)}
key

(Gaussian noise

« Cohen et al. (2019): A provable guarantee on adversarial robustness of f in terms of f

Randomized
Smoothing

)

“certified radius”

[Cohen et al., 2019] Certified adversarial robustness via randomized smoothing. ICML 2019.



Why Randomized Smoothing (RS)?

Compared to the major criticisms on Adversarial Training (AT) [Madry et al., 2018]:

* Criticism 1: AT does not generalize to unseen adversaries
> RS is attack-free, and can handle many adversaries at once [Mohapatra et al., 2020]

AT: £,-adversary RS:
m}nE(x,y) 5 mehx< L(x,y; f)] — m}nE(x,y) Es [L(x+0,y; f)]]
X Xl2=8 Gaussian noise

« Criticism 2: AT cannot guarantee anything, i.e., it only gives empirical robustness
> RS provides provable guarantees, even in sample-wise manner

[Madry et al., 2018] Towards Deep Learning Models Resistant to Adversarial Attacks. ICLR 2018.
[Mohapatra et al., 2020] Higher-Order Certification for Randomized Smoothing. NeurlPS 2020.



How to Train Randomized Smoothing?

Randomized smoothing (RS) introduces a new problem:
(AT) “How to train f to maximize the robustness of f ?"
I:I) (RS) “How to train f to maximize the robustness of f ?”

» (Gaussian [Cohen et al., 2019]: Training with Gaussian augmentation
t . .
L™ = Esn0,021) [CE(x +d,y; f)]

*  SmoothAdv [Salman et al., 2019]: Approximative adversarial training on f

* MACER [zhai et al., 2020]: Maximizing a soft approximation of certified radius

* Consistency [Jeong and Shin, 2020]: Consistency regularization improves RS

« SmoothMix [Jeong et al., 2021]: Confidence calibration towards adversarial, extrapolative noise

[Cohen et al., 2019] Certified adversarial robustness via randomized smoothing. ICML 2019.

[Salman et al., 2019] Provably robust deep learning via adversarially trained smoothed classifiers. NeurlPS 2019.

[Zhai et al., 2020] MACER: attack-free and scalable robust training via maximizing certified radius. ICLR 2020.

[Jeong and Shin, 2020] Consistency regularization for certified robustness of smoothed classifiers, NeurlPS 2020.

[Jeong et al., 2021] SmoothMix: Training confidence-calibrated smoothed classifiers for certified robustness, NeurlPS 2021.



Motivation 1: Confidence vs. Robustness in RS

The prediction confidence py is positively correlated with the certified radius of f(x)

Theorem Let px := max,{Ps(f(x + &) = k)}. Then, the £,-robust radius of f(x) is lower-bounded by:

R(f;x):= min  [8]2>0- 2 ' (px)
f(x+8)#f(x) Gaussian CDF

Dx

Certified radius




Motivation 2: Invariance vs. Sensitivity in RS

Invariance to Gaussian noise is often at a cost of model sensitivity [Tramer et al., 2020]

* In RS, the trade-off becomes severe depending on noise samples
= For some cases, achieving “high RS confidence” is challenging even for humans

“Definitely,
it's 5.”

"Probably 5,
.. or 8?”

[Tramer et al., 2020] Fundamental Tradeoffs between Invariance and Sensitivity to Adversarial Perturbations. ICML 2020.



Confidence-Aware Training of RS (CAT-RS)

In some cases, achieving high RS confidence is fundamentally challenging
* For such instances, the certified radius at "oracle” RS classifiers should be low

_ Confidence-aware re-design of the Gaussian training [Cohen et al., 2019] objective

Casel:p, <1 Case 2:p, =~ 1
(Low confidence) (high confidence)

[Cohen et al., 2019] Certified adversarial robustness via randomized smoothing. ICML 2019.



Case 1: Low-confidence instances (p, < 1)

Assumption: The decision boundary around x is sensitive to Gaussian noise
For some noise samples 8, x + 8 is fundamentally "hard-to-classify”
Minimize the loss only for "top-K easiest” Gaussian samples

—

-

Bottom-K Gaussian objective:
* M noise samples: 81, ,8; ~ N(0,0°1)

f

Sorted index (ascending)
Where K ~U BlIl(M, ﬁx) w.r.t. the loss values

T t Any approximation of py
Binomial distribution

K
1
L= ) CE(F(x+ 8x(5), ),
1=1




Case 2: High-confidence instances (px = 1)

Assumption: The decisions around x are invariant for most of Gaussian noise

The standard Gaussian training may not fully cover “potentially hard” noises
Optimize each noise sample to generate “worst-case” Gaussian samples

-
Worst-case Gaussian objective:

* M noise samples: 81, ,8; ~ N(0,0°1)
/ Kullback-Leibler divergence
L€ = max KL(F(x + 6) | §).

1
™~ “Select only the true worst-case”

where 6, := argmax KL(F(x+4;) || 9).

67 —8ill2<e 1
T A soft-label assignment
Le.0. 9= 57 2 Fx + 69)

Adversarial search on noise




Overall Training Scheme: CAT-RS

CAT-RS differently applies L'°" and L"8" sample-wise using M Gaussian noises

=) How to decide which objective to use per sample?

A simple masking condition “K = M”: i.e., when L'°% covers the full noise samples

LCAT—RS . — Llow i ) - ]]_[K _ M] . Lhigh

r

Bottom-K Gaussian objective:
K
1
low ,

where K ~ Bin(M, px).

W

r

Worst-case Gaussian objective:
LF€8 = max KL(F(x +6;) || 9),
(]

where 8, := argmax KL(F(x+4d;) || 7).
165 —68ill2<e




Experiments

We compare CAT-RS with existing methods for training robust RS
1. CAT-RS consistently obtains state-of-the-art certified robustness on diverse benchmarks
« CIFAR-10/100, ImageNet, MNIST, Fashion-MNIST
2. The effectiveness of CAT-RS generalizes to corruption robustness, e.g., CIFAR-10-C, MNIST-C
3. Anextensive ablation study confirms the individual effectiveness of proposed components

Evaluation metrics

1. Certified test accuracy @ radius 1 [Cohen et al., 2019]
« % test dataset that (a) f(z) = y. and (b) CR(f,0,2) == 0 - ® 1 (pa) > r

2. Average certified radius (ACR) [zhai et al., 2020]

g T e 1,

)EDtest

[Cohen et al., 2019] Certified adversarial robustness via randomized smoothing. ICML 2019.
[Zhai et al., 2020] MACER: attack-free and scalable robust training via maximizing certified radius. ICLR 2020.
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Experiments: Results on CIFAR-10

CAT-RS achieves new SOTA ACRs, exhibiting a better robustness trade-off

o Methods ACR | 0.00 025 050 0.75 1.00 125 150 175 200 225 250
Gaussian 0424 | 766 612 422 251 00 00 00 00 0O 00 00
Stability 0420 | 73.0 589 429 268 00 00 00 00 00 00 00
SmoothAdv 0544 | 734 656 570 475 00 00 00 00 00 00 00

025 MACER 0531 | 795 690 558 406 00 00 00 00 00 00 00
Consistency 0552 | 758 676 581 467 00 00 00 00 00 00 00
SmoothMix 0553 | 771 679 579 467 00 00 00 00 00 00 00
CAT-RS (Ours) 0.562 | 763 68.1 588 482 00 00 00 00 00 00 00
Gaussian 0525 | 65.7 549 428 325 220 141 83 39 00 00 00
Stability 0.531 | 62.1 526 427 333 238 161 98 4.7 00 00 0.0
SmoothAdv 0.684 | 653 578 499 417 337 260 195 129 00 00 0.0

050 MACER 0.691 | 642 575 499 423 348 276 202 126 00 00 0.0
Consistency 0.720 | 643 575 506 432 362 295 228 161 00 00 0.0
SmoothMix 0.737 | 61.8 559 495 433 372 317 257 198 00 00 0.0
CAT-RS (Ours) 0.757 | 623 568 50.5 44.6 385 327 271 206 00 00 00
Gaussian 0.511 | 47.1 409 338 277 221 172 133 9.7 6.6 43 2.7
Stability 0.514 | 43.0 37.8 325 275 231 188 147 110 7.7 52 3.1
SmoothAdv 0.790 | 43.7 403 369 338 305 270 240 214 184 159 134

1.00 MACER 0.744 | 414 385 352 323 293 264 234 202 174 145 12.1
Consistency 0.756 | 463 422 38.1 343 300 263 229 197 166 138 113
SmoothMix 0.773 | 451 415 375 338 302 267 234 202 172 147 121

CAT-RS (Ours) 0.815 | 432 402 372 343 31.0 281 249 22.0 193 168 14.2

Comparison of ACR and certified accuracy on CIFAR-10 (ResNet-110, ¢ € {0.25,0.5,1.0})



Experiments: ImageNet and £ -robustness

CAT-RS also successfully scales up to certify on large-scale ImageNet

Methods | ACR |00 05 10 15 20 25 30 35

Gaussian (Cohen et al. 2019) 0875 |44 38 33 26 19 15 12 9
Consistency (Jeong and Shin 2020) | 0.982 | 41 37 32 28 24 21 17 14
SmoothAdv (Salman et al. 2019) 1.003 | 40 37 34 30 27 25 20 15
SmoothMix (Jeong et al. 2021) 1.047 | 40 37 34 30 26 24 20 17

CAT-RS (Jeong et al. 2022) | 1.071 | 44 38 35 31 27 24 20 17

Results on ImageNet (ResNet-50, o = 0.5)

CAT-RS can also provides superior certification against ¢, -adversaries
« Similarly, RS is capable to provide other types of robustness certification [Mohapatra et al., 2020]

CIFAR-10 ({s) | Gaussian Stability SmoothAdv MACER Consistency SmoothMix | CAT-RS

Clean (¢ = 0) 76.6 73.0 73.4 79.5 75.8 77.1 76.3
Robust (¢ = 47.8 47.0 59.1 59.7 60.7 60.7 61.4

2
755)

Certified accuracy against £-adversary on CIFAR-10 (ResNet-110, o = 0.25)

[Mohapatra et al., 2020] Higher-Order Certification for Randomized Smoothing. NeurlPS 2020.



Experiments: Results on CIFAR-10-C

CAT-RS can improve RS to further generalize on unseen corruptions
Achieves the best ACRs on all the corruption types, as well as mean accuracy (mAcc)
The observed gains are not from any prior knowledge about target corruptions
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Type L o >

Gaussian | 0.412 0.348 0.506 0.473 0.505 0.513 | 0.544
Shot 0.414 0.350 0.503 0472 0503 0.508 | 0.542
Impulse | 0.389 0.322 0.495 0452 0.492 0.499 | 0.530
Defocus | 0.372 0.329 0.480 0.442 0.482 0.489 | 0.512
Glass 0.343 0.291 0473 0.415 0472 0.483 | 0.505
Motion 0.352 0.314 0458 0.417 0465 0.474 | 0.492
Zoom 0.346 0.315 0.468 0420 0462 0476 | 0.501
Snow 0.346 0.325 0.452 0417 0448 0.438 | 0.487
Frost 0.298 0.298 0.434 0.377 0401 0.403 | 0.434
Fog 0.197 0.153 0.279 0.266 0.277 0.262 | 0.293
Bright 0.378 0.366 0.487 0.451 0489 0.478 | 0.524
Constrast | 0.146 0.131 0.228 0.195 0.213 0.202 | 0.228
Elastic 0.331 0.290 0.441 0.405 0445 0.447 | 0.464
Pixel 0.404 0.350 0.500 0.465 0.500 0.509 | 0.538
JPEG 0413 0354 0.504 0.470 0.502 0.504 | 0.537
mACR | 0.343 0302 0.447 0409 0.444 0.446 | 0.475
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Type (CLA SN o S C
Clean | 76.6 730 734 795 758 77.1 | 763
Gaussian | 70.8 64.6 702 726 698 73.4 | 76.8
Shot 700 656 684 728 696 72.6 | 76.6
Impulse | 70.2 61.6 69.0 74.0 704 73.6 | 75.6
Defocus | 64.8 654 684 712 692 706 | 74.2
Glass 652 620 686 716 69.0 720 | 72.8
Motion 662 624 672 722 708 69.6 | 71.6
Zoom 652 642 656 706 684 714 | 754
Snow 670 646 640 708 67.0 692 | 714
Frost 656 63.0 640 69.0 668 70.2 | 67.8
Fog 524 388 454 538 492 504|514
Bright 71.0 706 67.6 73.8 732 738 | 764
Constrast | 394 30.0 348 428 356 364 | 37.8
Elastic 644 634 646 7T71.0 664 698 | 714
Pixel 664 676 686 744 698 69.8 | 76.2
JPEG 67.8 668 686 70.8 684 70.8 | 76.2
mAcc | 644 60.7 637 68.8 656 67.7 | 70.1

16



Summary

We design a new, state-of-the-art robust training for RS
* Motivation: In some cases, achieving high RS confidence is fundamentally challenging
« Two variants of Gaussian training: Bottom-K, and Worst-case Gaussian objectives
*  Properly calibrating smoothed confidences impacts the certified robustness of RS

Randomized smoothing has a great potential toward reliable deep learning

* RSis attack-free, and can handle multiple adversaries at once

* RS provides provable guarantees, even in sample-wise manner

« RS is model-agnostic - flexible and has many applications [Rosenfeld et al., 2020; Fischer et al., 2021]
« We hope our work could be a step toward making RS stronger in practical uses

Please drop by our poster session for more information!

[Rosenfeld et al., 2020] Certified Robustness to Label-Flipping Attacks via Randomized Smoothing. ICML 2020.
[Fischer et al., 2021] Scalable Certified Segmentation via Randomized Smoothing. ICML 2021.
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