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Spot-the-Difference: Self-Supervised Pre-training
for Anomaly Detection and Segmentation
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Anomaly detection and Spot-the-difference

Visual Anomaly (VisA) Dataset
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Overview of SPot-Diff (SPD) Contrastive Learning
!𝑥!": image with strongly local aug. (e.g. SmoothBlend)
!𝑥!#: image with weakly global aug. ℎ!: representation 𝑧!: projection
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9,621 normal+1,200 anomalous images with multi-class image/pixel-level labels

SmoothBlend and Augmentations for SPD

Preliminaries on Contrastive Learning

Experiments on VisA/MVTec-AD
Anomaly classification and segmentation on 1-class full-shot setups
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Anomaly classification and segmentation on 2-class few-shot setups of VisA

Qualitative results

The anomaly detection method: PaDiM [4]

The SOTA anomaly detection method: PatchCore [5]

SPD Learning

𝑥!: anchor image %𝑥!: image with strongly global aug.
𝑥$: other image in the same batch 𝑧!: projection
𝑁: batch size 𝜏: temperature

SimCLR [1]

InfoNCE loss

SPD loss

SPD as Regularization
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𝜂: loss weight

Regularized various contrastive SSL, such as SimCLR, MoCo [2], SimSiam [3]

Regularized Supervised Pre-training: Supervised pre-training with an auxiliary 
classifier trained by xent loss to classify if an image is with SmoothBlend or not.

Ablation study

SimCLR/MoCo with SPD

¸ ¸

* PhD student at KAIST, work done during internship at AWS AI Labs

Take-away messages
• Improving sensitivity to local variation improves both self-supervised 

and supervised ImageNet pre-training for anomaly det/seg
• Supervised ImageNet pre-training generally outperforms self-

supervised representation while SSL outperforms supervised pre-
training in few-shot anomaly segmentation

synthetic 
anomaly


